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Message from Singularity Academy on the “AI Frontier: Society, Ethics, and 
Our Future” Webinar 
 
The webinar “AI Frontier: Society, Ethics, and Our Future”, organized by Singularity 
Academy in collaboration with SwissCham Asia, was held on October 31, 2024, from 
Zurich, Switzerland. This virtual workshop explored the transformative implications of 
artificial intelligence on various dimensions of contemporary life. It emphasized the 
importance of integrating AI into society responsibly and strategically, drawing on 
insights from esteemed experts, including Mr. Jachin Cheng, Ms. Salama Beghali, and 
environmental researcher Mr. Alex de Vries. 
 
The event featured a panel discussion with additional contributions from Mr. Tuck Seng 
Low, Dr. Urs Lustenberger, and Prof. Dr. Ying Zhang, alongside the aforementioned 
speakers. The workshop underscored that while AI holds immense potential for 
innovation and societal advancement, it necessitates the formulation of deliberate 
strategies, robust ethical frameworks, and environmental accountability to ensure its 
alignment with the broader goals of humanity. This publication synthesizes the critical 
insights and perspectives shared during the workshop, offering a comprehensive 
understanding of the evolving AI landscape. 
 
Video of the Webinar: https://youtu.be/nEgZrd2sThM?si=m2pyxd1WrYLa_C5N 
 
 
 
 

Prof. Dr. Ying Zhang 
 

 Singularity Academy & SwissCham Asia 
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Co-organizer 
 

 
 
Singularity Academy is a premier educational institution in Switzerland that fosters 
innovation and leadership in technology, entrepreneurship, and the future of the world. 
With a strong emphasis on preparing individuals and organisations for the challenges 
and opportunities of the digital age, Singularity Academy brings together global gurus, 
experts, thought leaders, and forward-thinking learners. The academy’s mission is to 
empower students and members with the knowledge and wisdom to solve some of the 
world’s most pressing problems and to shape a better, more sustainable future. 
 
https://www.singularityacademy.ch/ 
 

 
SwissCham ASIA, with the former body of the Swiss-Asian Chamber of Commerce 
of 30 years, is a prominent business organization dedicated to fostering economic and 
business relationships between Switzerland and the diverse economies of Asia. 
Through a range of events, forums, and trade missions, the chamber facilitates cross-
border partnerships, enhances market access, and supports members in navigating the 
complexities of international business, making it a key driver of Swiss-Asian economic 
engagement. 
 
https://www.swisscham.asia/ 
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1. Introduction 

 
1.1 Background on AI’s Growing Role Across Industries and Society 
 
In recent years, artificial intelligence (AI) has shifted from a specialized research 
domain to a transformative technology embedded across various industries. AI now 
powers a range of applications in sectors such as healthcare, finance, education, and 
retail. It drives everything from predictive analytics and personalized customer 
experiences to autonomous systems and medical diagnostics. These advancements have 
been fueled by breakthroughs in machine learning, deep learning, and natural language 
processing, making AI systems more capable of handling complex tasks, often with 
minimal human intervention. 
 
However, AI’s rapid adoption has brought about significant ethical, regulatory, and 
environmental concerns. As AI becomes more prevalent, issues related to data privacy, 
job displacement, and algorithmic bias have come to the forefront. Additionally, the 
energy demands of AI infrastructure have raised questions about sustainability. 
Addressing these challenges is essential to ensure that AI technology benefits society 
in a balanced and responsible manner. 
 
1.2 Purpose of the Webinar 
 

 
“The AI Frontier: Society, Ethics, and Our Future” is a thought-provoking webinar 
hosted by SwissCham Asia and Singularity Academy, designed to examine the 
transformative role of artificial intelligence in society. Taking place on Thursday, 
October 31, 2024, from 12:45 to 14:15 CET via Singularity Academy’s online platform, 
this event brought together distinguished voices from the tech and business sectors to 
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discuss AI’s societal impacts, ethical implications, and future opportunities. With 
insights from experts at Singularity Academy, Coupang, VU Amsterdam, AI Career 
Accelerator, and SwissCham Asia, the session focused on how organizations and 
individuals can navigate the challenges and possibilities presented by AI, particularly 
regarding innovation, sustainability, and employment. 
 
The webinar featured leading experts, including Mr. Jachin Cheng, Product 
Management Director at Coupang; Ms. Salama Belghali, Founder and CEO of AI 
Career Accelerator; and Mr. Alex de Vries, PhD Researcher at VU Amsterdam, 
moderated by Prof. Dr. Ying Zhang of Singularity Academy. Dr. Urs Lustenberger, 
President of SwissCham Asia, and Mr. Tuck Seng Low, Fellow at Singularity Academy, 
joined the panel discussion for an in-depth discussion on AI’s role in shaping our future. 
 
This webinar offers a unique opportunity for participants to gain valuable perspectives 
on the ethical and societal dimensions of AI and to understand how AI’s evolution 
impacts innovation, sustainability, and workforce dynamics. 
 
1.3 Thesis Statement 
 
This report summarizes the key insights shared during the webinar, addressing critical 
aspects of AI integration, such as strategic approaches to maximize business value, the 
environmental costs of AI infrastructure, and the regulatory frameworks that could 
shape AI’s future. Each speaker provided perspectives on the ethical responsibilities 
that accompany AI’s growth, emphasizing the need to balance innovation with 
sustainability and human-centered values. 
 
 
2. The Transformational Impact of AI and Strategic Integration 
 
In the webinar, speakers examined how AI is reshaping industries, public awareness, 
and business strategies, mainly through the lens of Amara’s Law and transformative 
moments such as the “ChatGPT moment.” Each speaker emphasized that while AI’s 
impact can often seem incremental, the cumulative effects over time are profound. This 
section delves into these perspectives, illustrating the transformational power of AI and 
the need for strategic, focused integration. 
 
2.1 Explanation of Amara’s Law and Its Relevance to AI Development 
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Amara’s Law, coined by futurist Roy Amara, suggests that people often overestimate 
the immediate effects of new technologies while underestimating their long-term 
impact. This phenomenon is particularly relevant to AI, where initial excitement is 
often followed by skepticism, only for the technology to gradually permeate and 
reshape industries over time. AI has repeatedly experienced this cycle, where early 
expectations are high, but it’s true impact unfolds over decades rather than in initial 
bursts. 
 
The journey of AI from research labs to widespread commercial applications reflects 
this principle. While early AI projects in the 20th century generated excitement, they 
quickly met with limitations due to technical challenges and resource constraints. Yet, 
through sustained research and technological improvements, AI has achieved 
breakthroughs that continue to expand its influence. Understanding AI’s evolution 
through the lens of Amara’s Law encourages stakeholders to view AI development as a 
long-term endeavor. This mindset fosters patience and resilience, recognizing that the 
technology’s most meaningful contributions emerge gradually as it matures and 
integrates across different fields. 
 
2.2 Keynote Speaker Jachin Cheng’s Insights on AI’s Evolution 
 
To illustrate Amara’s Law in practice, keynote speaker Jachin Cheng recounted his 
experience with Google’s early self-driving car experiments. In 2009, Google engineers 
conducted a landmark test of their self-driving technology along California’s scenic but 
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challenging Highway. Jachin Cheng recalled, highlighting the groundbreaking nature 
of this achievement. At the time, self-driving technology was largely experimental, with 
limited immediate applications. However, this test demonstrated AI’s potential to 
redefine transportation, setting the stage for an industry that has since grown 
exponentially. 
 
Jachin Cheng emphasized that while these early tests seemed like isolated successes, 
they laid crucial groundwork for today’s autonomous vehicle industry. Companies such 
as Waymo and Tesla are now building on these foundational technologies to bring self-
driving vehicles closer to mainstream use. “Back then, people saw it as an interesting 
tech demo,” Jachin Cheng noted, “but now we’re seeing it transform logistics, 
ridesharing, and urban mobility.” His story highlighted how initial innovations in AI, 
even when limited in scope, often serve as steppingstones toward larger, transformative 
applications. 
 
Jachin Cheng’s insights underscored the need for a long-term perspective on AI 
development, where incremental progress and cumulative knowledge contribute to 
major breakthroughs. He encouraged businesses, researchers, and policymakers to 
adopt this mindset, focusing on sustained investment and strategic patience. “The 
technologies we experiment with today may not change the world overnight,” Jachin 
Cheng concluded, “but in a decade, they may well define how we live and work.” 
 
2.3 ChatGPT’s Effect on Public Awareness and Industry Investment 
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Jachin Cheng also discussed a more recent milestone in AI’s journey: the release of 
ChatGPT in November 2022, which he described as a pivotal “ChatGPT moment.” This 
event marked a significant turning point in AI’s public perception, as ChatGPT 
introduced AI’s capabilities to a mainstream audience in a highly accessible way. “It 
created an ‘aha’ moment for the public,” Jachin Cheng explained, “allowing people to 
experience AI’s conversational abilities firsthand.” This newfound familiarity with AI 
sparked widespread interest and excitement, breaking down barriers that had previously 
kept AI within academic and technical circles. 
 
ChatGPT’s launch demonstrated the potential for AI to perform useful, human-like 
tasks in everyday scenarios, from generating content to answering complex questions. 
Jachin Cheng noted, “ChatGPT wasn’t the first language model, but it was the one that 
changed the conversation around AI.” This breakthrough made AI accessible to 
individuals and businesses alike, showcasing its potential to enhance productivity and 
creativity. As a result, industries across the board began to take a fresh look at AI’s 
applications, prompting accelerated investment and adoption. 
 
2.4 The Domino Effect on Industry and Innovation 
 
Jachin Cheng observed that ChatGPT’s popularity catalyzed a rapid wave of industry 
investment and innovation. Companies saw the commercial potential of AI as a tool for 
improving customer engagement, streamlining operations, and even automating 
complex decision-making. “Businesses began to realize that AI wasn’t just a concept; 
it was an asset they could leverage for tangible gains,” Jachin Cheng explained. This 
realization led many companies to prioritize AI as a key component of their strategic 
roadmap, seeing it as an essential technology rather than an experimental one. 
 
The “ChatGPT moment” signified more than a technological breakthrough; it 
represented a shift in how society understands and engages with AI. Jachin Cheng 
highlighted that this shift in perception, combined with growing investment, accelerated 
AI’s trajectory, pushing it further into the mainstream and inspiring new applications 
across sectors. “This wasn’t just about AI’s capabilities,” he said. “It was about AI 
becoming a part of everyday life, prompting industries to rethink their strategies and 
innovate accordingly.” 
 
2.5 Importance of Problem-Oriented AI Applications 
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Jachin Cheng emphasized that while AI holds immense potential, businesses must 
approach its integration strategically. Drawing from Richard Rumelt’s Good Strategy, 
Bad Strategy, Jachin Cheng stressed the importance of beginning with a clear problem 
diagnosis. “Good strategy starts with a clear diagnosis of the problem,” he said, 
cautioning against adopting AI simply because it’s trendy or expected. Without a 
targeted approach, companies risk misallocating resources and implementing AI 
solutions that don’t align with their core business objectives. 
 
Jachin Cheng warned against what he termed the “hammer-and-nail” mentality, where 
companies see AI as a universal solution without fully understanding the problems 
they’re trying to solve. He suggested that a problem-oriented approach helps ensure  

 

 
that AI initiatives add genuine value rather than complicating existing workflows. “AI 
is a powerful tool,” he explained, “but it’s only as effective as the clarity of the problems 
it’s set to solve.” Jachin Cheng encouraged businesses to focus on identifying specific 
challenges that AI can address, enabling them to make data-driven, impactful decisions. 
 

2.6 Practical Insights from Salama Belghali on AI Tools for Entrepreneurs 

 

Salama Belgahali added to the conversation by sharing practical insights on how 
entrepreneurs and small businesses can leverage AI effectively, even with limited 
resources. She illustrated this with a case study of Martin, a fitness coach who used AI 
to scale his business beyond his local gym. “In just a few weeks, Martin was able to 
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reach clients online and offer personalized fitness plans, all through the power of AI-
driven tools,” she explained. Through automation, Martin managed to streamline tasks 
like client scheduling, workout customization, and progress tracking, allowing him to 
focus more on delivering quality services. 
 
Salama Beghali noted that AI’s ability to automate repetitive tasks and enhance 
personalization makes it an ideal resource for small businesses aiming to improve 
efficiency and expand  

 

 
their reach. “The principles aren’t new,” she observed, “but with AI, we’re able to reach 
results in weeks, not years.” This accessibility allows entrepreneurs to compete on a 
level playing field with larger companies, making AI a valuable tool for democratizing 
business growth and innovation. 
 
2.7 Guidelines for Effective AI Adoption 
 
Salama Beghali provided guidelines for businesses looking to adopt AI effectively. 
First, she advised companies to start with simple, scalable applications, such as 
automating repetitive processes or enhancing customer personalization. “Sometimes, 
the simplest applications can make the biggest impact,” she noted, underscoring that AI 
doesn’t always need to be complex to deliver value. 
 
She also recommended that businesses measure the outcomes of their AI initiatives to 
ensure they align with the organization’s goals. This data-driven approach, she argued, 
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enables companies to iterate and refine their AI strategies as they grow. Salama 
Beghali’s insights reinforced the idea that AI can empower small businesses to achieve 
measurable growth, provided they approach its adoption with a strategic, outcome-
focused mindset. 

 
 
3. Environmental Sustainability and AI 
 
As AI adoption accelerates, its environmental implications are coming under scrutiny. 
The increasing energy demands of data centers, water usage for cooling, and the rapid 
turnover of hardware contribute to a growing ecological footprint. In this part of the 
webinar, speaker Alex de Vries, a researcher specializing in the environmental impact 
of digital technologies, provided insights into AI’s substantial energy and resource 
consumption, highlighting the urgency for sustainable AI practices. This section 
explores these environmental challenges and the need for greater transparency from 
tech companies to promote sustainable AI development. 
 
3.1 Alex de Vries’s Projections on AI’s Energy Requirements 
 
Alex de Vries opened the discussion on AI’s environmental sustainability by addressing 
its growing energy demands, which he compared to the exponential increase seen in 
cryptocurrency mining. “The energy required for AI models is reaching a point where 
it could soon match the power consumption of medium-sized countries,” Alex de Vries 
stated, highlighting that by 2027, AI could consume as much electricity as the 
Netherlands. This projection underscores the need for urgent action to address the 
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environmental costs associated with AI, particularly as AI applications become more 
complex and require increasingly powerful computational resources. 
 
Alex de Vries pointed out that training large AI models, like those used in natural 
language processing and image recognition, consumes a tremendous amount of energy. 
For example, training a single large language model can require the same amount of 
electricity as a small town. “Each time we train one of these models, we’re consuming 
vast amounts of energy,” he noted, emphasizing the unsustainable nature of AI’s current 
growth trajectory. The resource intensity of training and maintaining AI systems 
suggests that without shifts toward efficiency and greener technologies, AI’s ecological 
footprint will continue to expand at an alarming rate. 
 
3.2 Data Centers’ Growing Energy Footprint 
 
Data centers housing AI models require not only extensive energy for computation but 
also additional power for cooling systems that prevent servers from overheating. Alex 
de Vries highlighted that cooling alone could account for up to 50% of a data center’s 
energy consumption, effectively doubling the environmental impact. “Each data center 
could demand significantly more power just for cooling as AI models get larger and 
more resource-intensive,” Alex de Vries explained. As data centers expand to support 
the growing demands of AI infrastructure, their cumulative energy usage becomes an 
increasingly significant contributor to global carbon emissions. 
 
Alex de Vries noted that many data centers are in regions where energy grids are still 
heavily reliant on fossil fuels, further compounding their carbon footprint. He suggested 
that tech companies should prioritize renewable energy sources and invest in more 
energy-efficient data center designs to reduce AI’s environmental impact. “If we’re 
going to sustain AI’s growth, we need to look at where that energy is coming from and 
how we can use it more responsibly,” Alex de Vries remarked, advocating for a 
transition to greener energy sources to power AI infrastructure. 
 
3.3 Water Use for Cooling and High Server Turnover 
 
In addition to energy consumption, Alex de Vries highlighted the considerable amount 
of water required to cool AI data centers. Cooling systems often rely on water to 
maintain optimal temperatures for servers, and as AI data centers expand, so does their 
water usage. “Cooling these facilities requires millions of gallons of water each year,” 
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Alex de Vries explained, “and this places additional strain on local water resources, 
especially in regions already facing water scarcity.” 
 
He further noted that many data centers are in areas where water resources are already 
limited, intensifying the environmental impact of their operations. Alex de Vries 
warned that without sustainable cooling solutions, the water demands of AI 
infrastructure could become a critical issue, particularly as climate change continues to 
exacerbate water scarcity in various regions. He suggested exploring alternatives such 
as air cooling or closed-loop water systems to reduce water consumption. 
 
In addition to water usage, the rapid rate of AI advancement leads to frequent server 
upgrades, which generate large amounts of electronic waste (e-waste). AI hardware, 
including high-performance servers and GPUs, often becomes obsolete within a few 
years as more powerful technology becomes available. “The turnover rate for AI servers 
is high, and many components are replaced before their full lifespan has been reached,” 
Alex de Vries noted. This practice contributes to a significant e-waste problem, as old 
hardware is often discarded rather than recycled or repurposed. He called for tech 
companies to adopt circular economy principles, where servers and hardware are reused 
or recycled to minimize waste. 
 
3.4 Advocacy for Transparency from Tech Companies 
 
Alex de Vries underscored the importance of transparency from tech companies 
regarding AI’s environmental footprint. He argued that without clear disclosures about 
energy and resource consumption, it is difficult for policymakers and the public to fully 
understand AI’s ecological impact. “We need to know the true costs of AI,” Alex de 
Vries stated, “and tech companies have a responsibility to disclose their energy use, 
water consumption, and e-waste practices.” 
 
Alex de Vries advocated for greater accountability, suggesting that mandatory reporting 
on energy use and environmental impact could incentivize companies to adopt more 
sustainable practices. He proposed that companies could be required to publish 
sustainability reports detailing their environmental footprint, including energy sources, 
cooling methods, and waste management strategies. This transparency, he argued, 
would empower consumers and policymakers to make informed decisions about AI 
adoption and its broader implications for sustainability. 
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Alex de Vries also encouraged tech companies to invest in research on sustainable AI 
practices, such as developing more energy-efficient algorithms and exploring hardware 
designed with energy conservation in mind. By prioritizing sustainability in AI 
development, companies can mitigate the environmental impact of their operations and 
contribute to a greener tech industry. “If AI is to play a role in our future, it must do so 
responsibly,” Alex de Vries concluded, “and that starts with transparency and a 
commitment to sustainable practices.” 
 
4. Geopolitical and Regulatory Approaches to AI 
 
As AI becomes more integrated into global economies, countries are adopting different 
regulatory frameworks to manage its growth, ethical implications, and competitive 
impact. The U.S., China, and Europe have taken distinct approaches to AI regulation, 
each influenced by their political priorities, cultural values, and strategic interests. In 
the webinar, the speakers explored how these varied regulatory landscapes impact AI 
innovation and competitiveness, and how Switzerland’s alignment with EU policies 
may influence its position in the global AI race. Tuck Seng Low’s perspective adds an 
important dimension to this discussion, emphasizing the complexities of AI’s growth 
and the varying approaches to regulation across regions. He raises concerns about the 
potential limits to AI’s development, especially in terms of environmental sustainability 
and societal impact, and calls for finding clear boundaries while avoiding over-
regulation. This section discusses these geopolitical dynamics and the challenges of 
balancing innovation with ethical standards. 
 
4.1 Regulatory Strategies in the U.S., China, and Europe 
 
Each of the three major players in the global AI landscape—the United States, China, 
and Europe—has adopted unique regulatory approaches, shaped by their distinct 
priorities and governance models. In the U.S., the approach to AI regulation has been 
relatively hands-off, aimed at fostering rapid innovation and allowing companies to 
experiment with minimal government interference. This light-touch regulatory 
framework is designed to maintain the U.S.’s competitive edge in technology, enabling 
Silicon Valley and other tech hubs to push the boundaries of AI research and application. 
“The U.S. model favors innovation by minimizing restrictions, allowing companies to 
scale quickly and stay competitive in the global market,” noted Prof. Dr. Ying Zhang, 
the moderator. 
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In contrast, China has embraced a more assertive regulatory stance but has also 
leveraged its massive data resources to drive AI development. The government’s 
extensive access to data and its focus on AI as a strategic asset have positioned China 
as a leader in AI research and implementation. China’s open data policies allow tech 
companies to access vast amounts of information, fueling advancements . However, 
this approach raises ethical and privacy concerns, as it prioritizes rapid development 
over individual rights. “China’s approach to AI reflects its prioritization of national 
security and economic growth, even if it comes at the expense of individual privacy,” 
observed Prof. Dr. Ying Zhang, highlighting the ethical complexities inherent in 
China’s strategy. 
 
Europe, by contrast, has taken a more cautious and regulatory-focused approach, 
prioritizing ethical considerations, data privacy, and consumer protection. The EU’s 
General Data Protection Regulation (GDPR) has set a high standard for data privacy, 
and its proposed AI Act aims to establish clear guidelines on ethical AI use, including 
transparency, accountability, and fairness. While these measures are intended to protect 
citizens and prevent misuse, they also pose challenges for European tech companies, 
which must navigate stringent regulations that may hinder their competitiveness. 
“Europe’s approach is more cautious, aiming to protect citizens’ rights and data, but it 
risks stifling innovation,” explained Dr. Urs Lustenberger, President of SwissCham 
Asia. By prioritizing ethical considerations, the EU’s regulatory model seeks to balance 
technological progress with societal values, though this may slow the pace of AI 
development in the region. 
 
Tuck Seng Low shares concerns about Europe’s more cautious regulatory approach 
potentially stifling innovation. He sees this tension between regulation and innovation 
as critical, particularly as Europe’s strict policies could make the region an “AI desert,” 
at a time when the U.S. and China are advancing more aggressively. Tuck Seng Low 
underscores the risk that Europe’s regulatory focus might hinder its ability to remain 
competitive in the fast-evolving AI landscape, especially as other nations like China 
and the U.S. adopt less restrictive models that foster innovation. 
 
4.2 Potential Benefits and Risks of the EU’s AI Act 
 
Dr. Urs. Lustenberger delved deeper into the implications of the EU’s AI Act, which 
represents one of the most comprehensive attempts to regulate AI technology. The Act 
categorizes AI applications based on risk levels, placing stricter controls on “high-risk” 
applications in fields like healthcare, law enforcement, and human resources. For 
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example, high-risk AI systems will need to meet rigorous standards in areas like 
transparency, data quality, and human oversight to be approved for use within the EU. 
“The AI Act sets an important precedent for ethical AI, ensuring that systems operate 
transparently and fairly,” Dr. Urs. Lustenberger noted, acknowledging that these 
regulations could mitigate the risks associated with AI misuse. 
 
However, Dr. Urs. Lustenberger also warned that the EU’s stringent regulations could 
inadvertently hinder European companies’ ability to compete with counterparts in the 
U.S. and China. By imposing additional compliance requirements, the AI Act may slow 
down the development and deployment of new AI technologies in Europe, putting 
European companies at a disadvantage in the fast-paced global market. “Early 
regulation could risk stifling innovation, particularly when other regions are more open 
and flexible,” he explained. Dr. Urs. Lustenberger suggested that while the AI Act 
promotes responsible practices, it may also limit the agility of European companies, 
potentially making Europe a regulatory leader without a corresponding industrial 
advantage. He recommended that European policymakers consider a balanced approach, 
allowing for flexibility in low-risk applications to support innovation while maintaining 
ethical standards for high-risk AI. 
 
Tuck Seng Low shares similar concerns about over-regulation hindering technological 
progress. He highlights the importance of not over-regulating AI too early, especially 
when the real-world limitations of AI—such as energy consumption, environmental 
impact, and societal consequences—are still being understood. Tuck Seng Low 
suggests that finding practical boundaries for AI development, rather than imposing 
overly restrictive frameworks, is crucial for ensuring the sustainable growth of the 
technology. 
 
4.3 Switzerland’s Regulatory Approach and Potential Impact on Innovation 
 
Although Switzerland is not part of the European Union, it often aligns its regulations 
with EU standards, especially regarding data privacy and consumer protection. Dr. Urs. 
Lustenberger explained that Switzerland’s alignment with EU regulatory frameworks 
positions it as a responsible player in the global AI landscape, upholding high ethical 
standards and prioritizing citizen rights. “Switzerland has traditionally adopted policies 
that resonate with European values, emphasizing transparency, accountability, and 
fairness in AI,” he said, underscoring the country’s commitment to ethical practices. 
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However, this alignment with the EU’s stringent regulatory model also presents 
challenges. By adhering closely to the EU’s standards, Switzerland risks facing similar 
constraints that may limit innovation. Dr. Urs. Lustenberger pointed out that 
Switzerland’s adherence to EU regulations might reduce its competitive edge in AI, 
particularly as countries like the U.S. and China adopt more flexible, innovation-
oriented approaches. “Switzerland’s regulatory alignment with the EU could create a 
climate where innovation is harder to achieve,” he observed, warning that strict 
regulations may inhibit Swiss companies’ ability to compete globally. 
 
Dr. Urs. Lustenberger recommended that Switzerland carefully assess which aspects of 
EU regulations it chooses to adopt, especially as the AI industry continues to evolve 
rapidly. He suggested that a more adaptive regulatory approach could enable 
Switzerland to maintain high ethical standards without sacrificing its innovative 
potential. “Switzerland can carve out a unique position by balancing regulation with 
flexibility, allowing ethical AI practices to flourish without stifling growth,” he 
proposed. This approach could enable Switzerland to lead in areas like ethical AI and 
sustainability while fostering a supportive environment for emerging AI startups. 
 
Tuck Seng Low also emphasizes the importance of empowering individuals and 
solopreneurs to leverage AI for innovation. He calls for proactive efforts to educate 
populations on the potential of AI, encouraging countries to embrace the technology 
and foster an environment where individuals can use AI to contribute to nation-building. 
For Tuck Seng Low, a balanced approach is key—one that encourages responsible 
development while allowing for innovation to flourish, particularly in a highly 
competitive global market. 
 
4.4 Challenges of Fragmented AI Regulations 
 
The panelists also discussed the potential consequences of fragmented AI regulations 
across different regions. With the U.S., China, and the EU each pursuing distinct 
regulatory models, companies face the challenge of navigating varied compliance 
requirements when deploying AI solutions internationally. This fragmentation can lead 
to inefficiencies and complications, particularly for multinational organizations that 
must tailor their AI practices to meet different regulatory standards. “Fragmented 
regulations make it harder for companies to operate on a global scale,” Prof. Dr. Ying 
Zhang noted, stressing the importance of finding common ground in AI governance. 
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Tuck Seng Low also points out the importance of setting clear global standards for AI, 
as fragmented approaches could lead to inefficiencies and stifle the ability of companies 
to deploy AI across borders. He advocates for a global strategy that harmonizes 
regulatory approaches, ensuring that innovation can proceed without compromising 
ethical or sustainability concerns. 
 
4.5 Opportunities for International Cooperation 
 
The speakers emphasized the need for international cooperation to establish 
harmonized AI regulations that uphold ethical principles while enabling cross-border 
innovation. Dr. Urs. Lustenberger suggested that global regulatory frameworks, like the 
GDPR model, could provide a blueprint for aligning AI policies across regions, 
ensuring that ethical standards are maintained without hindering global competitiveness. 
“There’s an opportunity for nations to collaborate on setting shared standards for AI 
ethics and transparency,” he argued, proposing that international bodies, such as the 
United Nations or the OECD, play a more active role in shaping global AI guidelines. 
 
Tuck Seng Low concurs with the call for international cooperation, urging nations to 
balance their regulatory frameworks to foster innovation and competition while 
addressing sustainability and ethical concerns. He believes that AI is both a challenge 
and an opportunity that requires careful, forward-thinking strategies—one that involves 
cooperation across borders to create a sustainable, responsible future for AI. 
 
The panel agreed that while regional differences in regulatory priorities are inevitable, 
international cooperation could help mitigate some of the challenges posed by 
fragmented regulations. By establishing baseline standards for transparency, 
accountability, and fairness, nations could create a unified foundation for responsible 
AI, allowing companies to innovate while ensuring societal safeguards. Prof. Dr. Ying 
Zhang concluded, “AI is a global technology, and we need a global approach to regulate 
it responsibly. Cooperation will be key to achieving sustainable and ethical AI.” 
 
5. Ethical and Humanistic Implications of AI for Future Generations 
 
As AI becomes an integral part of society, its influence extends beyond technological 
advancements to impact the ethical and humanistic dimensions of our lives. The 
speakers emphasized the importance of nurturing skills and values that complement AI, 
rather than replacing human roles. This part of the webinar explored how future 
generations can adapt to an AI-driven world by cultivating empathy, creativity, and 
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adaptability—qualities that remain uniquely human. Additionally, the discussion 
highlighted the role of AI in critical sectors like healthcare and education, emphasizing 
that AI should enhance, rather than diminish, human-centered interactions in these 
fields. 
 
5.1 Need for Continuous Learning and Adaptability 
 
As AI technologies continue to evolve at a rapid pace, the need for continuous learning 
and adaptability becomes essential for future generations. Keynote speaker Jachin 
Jachin Cheng emphasized that in an AI-driven world, knowledge and skills must be 
constantly updated to remain relevant. “What you learn today, you’ll have to relearn 
tomorrow,” Jachin Cheng observed, underlining that the rapid advancements in AI and 
automation will reshape job markets and redefine skill requirements. He noted that 
traditional education systems, which often focus on static knowledge, may not 
adequately prepare young people for the flexibility required in an AI-rich environment. 
 
Jachin Cheng stressed the importance of developing “learning agility,” a skill that 
enables individuals to quickly adapt to new information, technologies, and 
methodologies. He suggested that educational institutions should focus on teaching 
students how to learn and adapt, rather than solely on imparting fixed knowledge. 
“We’re entering an era where adaptability and resilience will be as important as 
technical skills,” he said, advocating for a shift in educational priorities that emphasizes 
critical thinking, problem-solving, and adaptability. 
 
5.2 Fostering Human-Centered Skills 
 
Jachin Cheng further highlighted the importance of nurturing skills that AI cannot 
replicate, such as empathy, creativity, and ethical reasoning. “Empathy and creativity 
are uniquely human traits,” he explained, suggesting that these qualities will become 
increasingly valuable as AI automates routine and technical tasks. Jachin Cheng argued 
that these skills allow individuals to complement AI, creating synergies where human 
and machine capabilities work together rather than in competition. 
 
He pointed out that while AI excels in data processing and analysis, it lacks the human 
touch that is essential in professions that involve interpersonal relationships, such as 
healthcare, education, and customer service. Jachin Cheng urged educators and 
employers to prioritize these human-centered skills in training and development 
programs, ensuring that future generations can thrive in roles that require emotional 
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intelligence, ethical judgment, and creative problem-solving. “In an AI-driven world, 
our humanity becomes our greatest asset,” Jachin Cheng remarked, underscoring the 
need to balance technological proficiency with qualities that enrich human interactions. 
 
5.3 Potential Role of AI in Education and Healthcare 
 

 

 
Salama Beghali discussed how AI can play a transformative role in sectors like 
education and healthcare, provided it is integrated in a way that supports, rather than 
replaces, human-centered interactions. In education, AI has the potential to personalize 
learning experiences, helping educators identify each student’s strengths and 
weaknesses and tailor their teaching methods accordingly. Salama Beghali noted, “AI 
can support teachers by automating administrative tasks and providing data-driven 
insights, allowing them to focus on what matters most—connecting with students.” She 
emphasized that AI should be viewed as a tool that enhances the learning process, 
giving teachers more time to engage with students on a personal level. 
 
In healthcare, AI offers valuable assistance in diagnostics, data analysis, and predictive 
modeling, which can improve patient outcomes and streamline workflows for medical 
professionals. However, Salama Beghali stressed the importance of maintaining a 
human touch in healthcare settings, where compassion and empathy play a crucial role 
in patient care. “The human touch, the sense of care—these are things AI can’t replicate,” 
she explained. Salama Beghali envisioned AI as a supporting tool in healthcare, where 
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it can handle data-heavy tasks and assist in decision-making, while medical 
professionals retain the role of providing empathetic and personalized care to patients. 
 
5.4 Future Healthcare Practices and Humanity Care 
 
Jachin Cheng expanded on this vision of human-centered AI in healthcare, speculating 
that future healthcare practices will shift toward what he termed “humanity care.” In 
this model, AI would take over technical and diagnostic tasks, allowing healthcare 
professionals to focus more on compassionate, patient-centered care. “AI can handle 
the data, but only humans can provide the emotional support and empathy that patients 
need,” Jachin Cheng remarked. He argued that while AI could improve the efficiency 
of healthcare systems, it is essential to preserve the personal, human interactions that 
define quality patient care. 
 
Jachin Cheng suggested that as AI becomes more integrated into healthcare, 
professionals will need to emphasize emotional intelligence and communication skills. 
This shift will ensure that healthcare remains a caring profession, even as it incorporates 
advanced technologies. “The future of healthcare isn’t about choosing between AI and 
human touch—it’s about blending them in a way that amplifies both,” Jachin Cheng 
explained. By adopting this balanced approach, healthcare can benefit from AI’s 
efficiency while maintaining the trust and empathy that are vital to patient relationships. 
 
5.5 Balancing Ethical Standards and Technological Advancement 
 
The panelists also discussed the ethical implications of integrating AI into society, 
emphasizing the need for ethical frameworks to guide AI development and use. Prof. 
Dr. Ying Zhang raised concerns about the potential for AI to perpetuate biases and 
inequalities if not carefully managed. “AI systems are only as unbiased as the data 
they’re trained on,” she pointed out, warning that without intentional oversight, AI 
could inadvertently reinforce societal biases in areas like hiring, law enforcement, and 
lending. 
 
Prof. Dr. Ying Zhang advocated for a collaborative approach to establishing ethical 
guidelines, involving policymakers, technologists, and ethicists to create standards that 
ensure AI is used responsibly. She argued that transparency, accountability, and 
fairness should be foundational principles in AI governance. “AI should be designed to 
uplift society, not exacerbate existing inequalities,” she stated, emphasizing that ethical 
AI practices must prioritize inclusivity and fairness. 
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5.6 Preparing Future Generations for Ethical AI Development 
 
The speakers also underscored the importance of preparing future generations to 
navigate the ethical complexities of AI. Salama Beghali suggested that ethical training 
should be incorporated into AI education, encouraging young people to consider the 
social impact of their work. “It’s not enough to know how to build AI—we need to 
understand the implications of AI in real-world contexts,” she said, urging educators to 
include ethics as a core component of AI curricula. 
 
Jachin Cheng echoed this sentiment, suggesting that young professionals entering the 
AI field should be equipped with both technical skills and a strong ethical foundation. 
He highlighted the importance of “responsible innovation,” where developers are 
mindful of AI’s potential risks and work to mitigate them through thoughtful design. 
“AI will shape the future, but it’s up to us to ensure it’s a future we can all be proud of,” 
Jachin Cheng concluded, stressing that ethical considerations must guide AI’s 
development and application. 
 
6. Conclusion 
 
The “AI Frontier: Society, Ethics, and Our Future” webinar offered a thought-
provoking exploration of AI’s transformative potential, highlighting the responsibilities 
needed to ensure that AI advances societal well-being, ethical standards, and 
environmental sustainability. Through diverse insights, the speakers addressed how 
strategic AI integration, regulatory frameworks, sustainability, and ethical 
considerations are crucial to guiding AI’s impact in a positive direction. This 
concluding section summarizes the session’s key insights and emphasizes the 
importance of continued collaboration and dialogue to shape a responsible future for 
AI. 
 
6.1 Summary of Key Insights 
 
The discussions throughout the webinar underscored the immense potential of AI to 
reshape industries, enhance productivity, and address global challenges, while also 
acknowledging the complex risks associated with rapid AI adoption. Jachin Cheng 
emphasized the importance of long-term thinking and strategic patience in AI 
development, citing moments like the “ChatGPT moment” as turning points in public 
awareness that spur both excitement and caution. His insights highlighted how 
sustained investment and a forward-thinking approach are essential to fully realize AI’s 
transformative impact. 
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Alex de Vries focused on the environmental challenges of AI, including the high energy 
demands, water usage, and e-waste associated with data centers. His call for 
transparency and accountability from tech companies reinforced that sustainability 
must be a core priority in AI’s growth. By adopting practices such as energy-efficient 
algorithms, innovative data center designs, and e-waste reduction initiatives, AI 
development can mitigate its ecological footprint, contributing to a more sustainable 
future. 
 
The regulatory landscape explored by Prof. Dr. Ying Zhang and Dr. Urs Lustenberger 
shed light on how different global approaches—such as those in the U.S., China, and 
Europe—affect AI’s innovation and ethical alignment. Switzerland’s alignment with 
EU policies and the call for international cooperation highlighted the need for 
harmonized standards in AI governance to balance innovation with ethical 
considerations. Such cooperation could foster shared standards around transparency, 
accountability, and fairness, enabling responsible AI growth on a global scale. 
 
Tuck Seng Low added a crucial perspective by addressing the complex dynamics of AI 
development and regulation. He introduced the idea of an “AI wall,” questioning the 
limits of AI’s growth, particularly in terms of environmental sustainability, energy 
consumption, and societal impact. Tuck Seng Low highlighted the stark contrasts in 
regional approaches to AI, pointing out Europe’s cautious, regulation-driven model 
through initiatives like the AI Act, which he warned could stifle innovation. In contrast, 
China’s data-driven model and the U.S.’s rapid, market-driven approach may allow 
these regions to advance more quickly. Tuck Seng Low expressed concern that 
Europe’s focus on regulation could leave it at a competitive disadvantage, urging for a 
balanced approach that fosters innovation while ensuring ethical oversight—a theme 
central to the webinar. 
 
Finally, the ethical and humanistic implications of AI underscored the importance of 
cultivating uniquely human skills. Speakers such as Jachin Cheng, Salama Beghali, and 
Prof. Dr. Ying Zhang emphasized that future generations would thrive in an AI-driven 
world by nurturing empathy, creativity, adaptability, and ethical judgment. They 
stressed that while AI can enhance human capabilities, it is these qualities that will 
allow individuals to work alongside AI in a way that maintains and enhances societal 
values. 
 
6.2 Final Remarks on Sustainable, Ethical, and Strategically Informed AI Practices 
 
The speakers collectively advocated for a responsible approach to AI development that 
prioritizes sustainability, ethics, and strategic alignment with societal goals. As AI 
continues to permeate various facets of life, it is crucial to focus on practices that 
minimize environmental impact, protect privacy, and ensure fairness and inclusivity. 
Dr. Urs. Lustenberger remarked, “Regulation and responsible practices are essential if 
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AI is to serve society positively in the long run,” emphasizing the importance of ethical 
stewardship alongside technological advancement. 
 
Prof. Dr. Ying Zhang called for international cooperation to establish shared ethical 
frameworks, which could help manage the risks associated with AI while promoting its 
benefits. Alex de Vries urged tech companies to increase transparency around their 
environmental impact, empowering consumers, and policymakers to make informed 
decisions. Salama Beghali and Jachin Cheng encouraged a focus on human-centered 
skills, such as empathy and adaptability, as the foundation for a balanced future in 
which AI serves as a tool to enhance, rather than replace, human potential. 
 
Tuck Seng Low’s comments reinforced the need for a globally coordinated approach, 
one that does not let over-regulation stifle innovation but also ensures AI develops in a 
way that is ethically sound and sustainable. His call for nations to educate and empower 
their populations to leverage AI’s potential aligns with the broader vision of the webinar: 
to create a future where AI contributes meaningfully to societal well-being while 
respecting human values and the planet’s limits. 
 
6.3 Preview of Upcoming Webinars on Climate Solutions and Industry Futures 
 
The session concluded with an invitation to future webinars, which will cover related 
topics such as climate-friendly energy solutions and the evolving role of traditional 
industries in an AI-enhanced economy. These upcoming discussions will continue to 
explore how technology can support sustainable development and create a more 
resilient, inclusive future. By engaging with these critical issues, participants can build 
a deeper understanding of AI’s role in addressing global challenges and shaping a 
responsible path forward. 
 
The “AI Frontier: Society, Ethics, and Our Future” webinar serves as a foundation for 
ongoing learning and action, emphasizing that while AI holds tremendous promise, it 
also requires a high level of responsibility and collective commitment to ensure its 
benefits are equitably shared. Through sustained collaboration, innovation, and ethical 
practices, we can work toward a future where AI meaningfully contributes to society, 
respects our environment, and enhances the human experience. 


